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‘ Joint distributions I

Joint distribution P{(X,Y)ec A}

Marginal distributions P{X e A}
P{Y € B}

Conditional distributions P{X € A|Y =y}
P{Y € B|X =z}

A C R?

ACR
BCR

ACR, yeR
BCR, xR

® For “densities” rather than “distributions”, replace A and

B by dzx and dy, throughout.
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/ ‘ Uniform distributions I \

® (X,Y)~U(D) += P{X,Y)eAl=|A|/|D|, ACD

®@If X ~ U(l;) and Y ~ U(I3) are independent, then
(X, Y) ~ U(Il X 12)

® Special case: If X ~ U([|0,a]) and Y ~ U([0,b]), then
(X,Y) ~U(]0,a] x [0,b]). Since, for any rectangle A x B,

P{(X,Y) e Ax B} (XCA) -
e

=P{X €A Y e B} b

= P{X € A} P{Y € B} B } (veB)

_ Length(4) Length(n)

= a ' b ~ (XEAYEB)

_ Area(AxB) 0

N e B
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‘ Examples I

Take X ~ U[0,1] and Y ~ U|0, 1], independent. 1
Find P{X? +Y? < 1}.
By area computations

P{X2+Y2<1} = % 0

1

Find P{X?+Y? <1 X +Y > 1}.
By area computations
P{X?+Y*<1X+Y >1}
P{X24+Y2<1, X4V >1}°

P{X+Y >1}
_orm/4-1/2 ow {
B 1/2 2

~

X+ y<1




/ ‘ The meeting problem I

® T'wo people try to meet at a certain place between 5:00pm

and 5:30pm. Each, independently of the other arrives at a

time randomly chosen in this time interval, and waits for

the other at most 5 minutes.

® What is the probability that they meet?

® Take X and Y as fractions of the 30
minute interval.

® Then X and Y are independent U|0, 1].

® Therefore

Probability of meeting = Inner area

5 2 11
— 1= _ -
(6) 36
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/ ‘ Uniform distribution over a volume I

® [.et D be the n-dimensional box

D = [al,bl] X [ag,bg] X oo X [a,n,bn]
with n-dimensional volume
(b1 —ay) x (ba —ag) X -+ X (b, — an)

® Take X1 ~ Ulay,b1],..., X, ~ Ulay, by,], independent.

® Then X = (X1, Xo,...,X,) is a random variable, uni-
formly distributed on D. i.e.

Volume (A)

for all A C D.
Volume (D)’ orall 4 &

P{X cA} =

N
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‘ Joint densities I

® We start with two continuous random variables, X and Y.

® We are looking for a function fxy, of two variables, that

has the following properties:

o fxy(z,y) >0, for all (z,y) € R?.

o [T [T fxy(z,y) dedy = 1.

o For every set A C %2,

P{(X,Y)€ A} = /A Fxy (z,y) dedy
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A density over the triangle 0 < z <y < 1

FIGURE 1. A joint density surface. Here o porticular joint density funcfion given by fhe Foreuda
Flo, 1) = Blmfy — 2){(1 — ¥) O <z < y < 1}, s viewed as the height of o surfoce over
the unit souare 0 < = < 1,0 < ¥ < 1. As explained later in Example 3, fwa random variobles X
and ¥ with this joint density are the second and fourth smallest of five independent uniform {0, 13}

waiables. But for nonw the source and special form of this density are nol important. Just view it as
a fypical joint density surface.
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FIGURE 2. Volume representing o probability. The probability (X > 025 and ¥ > 0.5},
fer randam varables X ond ¥ with the joind density of Figure 1. The set B in this case is
f(z,p) * 5 > G2Bondy > 0.5}. You van see the volume is cloout half the 1ofal volurme an-
dex the suriace. The exact value, found later in Exomple 3, is 27/64.
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Joint distribution function:

Fxy(z,y) = P{X <z,Y <y}

® ['xy(x,y) is defined for all —oo < x,y < 0.

® For fixed =, Fxy (x,y) is an non-decreasing function of y.

® For fixed y, Fxy(x,y) is an non-decreasing function of x.

® ['xy(—00,y) = Fxy(r, —00) = Fxy(—00,—00) =0
® FXY(OO7 OO) =1

® ['xy(r,00) = Fx(z), the marginal DF of X.

® ['xy(oo,y) = Fy(y), the marginal DF of Y.
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/ F(x + dx,y + dy)
= P{X <z+dx, Y <y-+dy}
= P{(X,Y) € one of the 4 regions}
P{1} + P{2} + P{3} + P{4}
= F(z,y)
+ F(z,y+dy) — F(x,y)
+ F(zx+dx,y) — F(x,y)

y+dy

~

(x+dxy+dy)

(x+ax,y)

y

+ P{X € (z,z +dx), Y € (y,y +dy)}

® Rearranging gives a basic equation and inequality

P{X € (z,x+dx), Y € (y,y + dy)}

x+dx

::lTQx—%(ix,y-+-dy) — IFCﬂ,y'+'dy) - lTCE-%(iﬂ,y) + l?0t7y>

.
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/ ‘ Distribution functions and density functions I \

® The definitions are:

P{X <zY <y}

Fxy(x,y)
P{(X,Y)e A} = /A Py (x,y) dady

z oy
= Fxy(x,y) = / / fxy (u,v) dudv
82

= Ixy(z,y) = axayFXY(way)

and P{X edz,Y edy} = fxy(x,y) dzdy
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/ ‘ Working with infinitessimals in the plane I \

d
=
P(Xeds, Yedy) | I
= f{z,y)dedy
=volume of box height f(z,3) of
density surface
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Marginal densities

® Since

Fx(z) = / fx(u) du

and Fx(z) = Fxy(x, )

/ / Fry (1, v) dudy
_/ (/ nyuv)dv) du

fx(z) = J75 fxv(z,y) dy

we now get

and

N

fy(y) = J75 fxy(x,y) do
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‘ Discrete/Continuous summary table I

Handed out in class!
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