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\ L ecture 28 |

‘ Transformations for densities I
Linear transformations I

1-1 differentiable functions I
General transformations I

‘ Expectation of a function I
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Transformations for discrete random
variables
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Linear transformation of a U|0, 1]
® Take X ~ U|0,1], so that

Fela) = 1 O0<z<l1

0 otherwise

® Take a > 0 and set Y = aX +b. “Clearly” Y ~ Ulb, b+ al:

() = 1/la] b<y<b+a

0 otherwise

® The above is true also if a < 0.

® Bottom line:

o) = vt = 05 (5)
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‘ Transforming densities and infinitesimals I

y+dy=g(x+dx)

)

y=g(Xx)

x+dx

Y =g(X)

/X

fiy (%)

~




1-1, differentiable transformations: Via infinitesimals

® Take g: R — R, 1-1 and differentiable.
® Set Y = g(X), and let fx be the density of X.
® We need to find P{Y € dy} = fy(y)dy in terms of fx.

® [rom the previous diagram, comparing areas,

P{Y edy} = P{X edz} <+—= [fy(y)dy= fx(z)dx
= el = fx@) 5
dy

= ) =fx@)) P

\ where dy/dx = ¢'(z) and = = g~ '(y) /
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where

® g must be 1-1 and differentiable
® The equation y = g(x) must be solved for x in terms of y

(i.e. z = g~ 1(y)), and this value of  substituted into fx (z)
and dy/dzx.

fr(y) = fx(g7' )/

g (97" w)]
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quare root of an exponential

N

® g(x) =+, f[x(x)=e" x>0
® Note g is 1-1 and differentiable, and range of Y is [0, co].
® Since x = y?, inverse function is ¢~ !(y) = y2.

® Compute derivatives:

dx dx 2y

® Substitute into fy(y) = fx(x)/|dy/dx|

o) = e 5o

® Eliminate z from the right hand side.

fy (y) €_y2/ :

24/ 1>

d

= = 2ye_y2, 0 <y < oo.
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ogarithm of a uniform \

N

® g(x)=—-Altlog(z), fx(z)=1,0<z<1.

® ¢ is 1-1, differentiable, decreasing. Range of Y is [0, co].

® Inverse function is g~ (y) = eV,

® Compute derivatives:

d d
ﬁ = @(—A_llog(x)) =

® Substitute into fy(y) = fx(x)/|dy/dx|

—1
AT

—1
frlw) = fx@)/dy/dal = 1f | 2| = a2
® Eliminate z from the right hand side.
fy(y) = Xe MY, 0 <y < oo. /




/ ‘ Alternative derivation of transformation formula I \

® Y = g(X), g is 1-1 and differentiable and increasing.

® Since fy = Fy,, it is enough to find Fy.

Fy(y) = P{Y <y} = P{gX)<y}
= P{X<g'(y)} = Fx(g'(»)
= fy(y) = d%Fy(y) = %Fx(g_l(y))
— o) 5 (97 w)
= fx(g7'(y)) d%(g_l(y))

\ ® Ditto for g decreasing. /




/ ‘ Application without the formula I \

Square root of an exponential (again)

® g(z) =+r, f[x(x)=e" x>0
® Note g is 1-1 and differentiable, and range of Y is [0, co].
® Recall Fx(x)=1—e"".

Fy(y) = P{Y <y} = P{VX <y}
= P{X <y%}
= 11— e_y2

® Differentiate

fy(y) = 29€_y2, 0 <y < oo.
\_ ) /
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/ ‘ Many to one functions I \

y=9g(Xx)
y+dy /
y
K—/ [X:gN(X)=y] -
Since we now have
P{Yedy} = ) P{Xcdx}
r:g(x)=y
the rule becomes
dy
) = > Ix@/|

\ z:g(z)=y
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‘ Density of the square I

® X ~ fx(z),and Y = X2
® y=12? = dy/dx =2z
@Y=y = X=+/yor X =—/y.

> fX(ZC)/

T:x==%,/yY

x(+Vy) + Ix (=vy)l /2y

d
fy () %

Example: X ~ N(0,1), Y = X?.

(x? distribution)

fy ()

N

—1/2_—y/2

:[ L vz e—(—m?/z] /2.y =2 eVl
V2T V2T V2T

y >

~

Y

0

/
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® X ~N(0,1),Y=X%  fr(y) = L=
® Gamma distribution for non-integral n

frt) =Xe M (X)""1/T(n) T(n) = [ e 't" tdt.
® ic. X? has a Gamma(s, 1) distribution

® i.c. \? distribution is a special case of Gamma
1
®I'(3) = Vm

® — Sum of n independent x? variables (x2) has a

Gamma(2, 1) distribution
® X,..., X, idependent, N(0,1) and Y = X?+...+ X? =

1 ln—1_—y/2
a yroe
27/2I'(g)

fr(y) =

~

/
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Expectation of a function: \
Blg(X)} = [ g(@) fx(@) d

® Set Y = g(X). Assume ¢ is 1-1 and differentiable.

E{g(X)} = E{Y} = / y fr(y) dy
@

_ /y fx(g_l(y))/ dr
_ / 9(x) Fx (o 9(2)) /
= /g(af) fx(z) dx
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