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‘ Repeated trials I
Binomial distribution I

“Normal™ approximation I

Poisson approximation I
Poisson distribution I
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‘ Success & Failure I

Nature of trial Success Failure p and g
Coin toss Head Tail 1/2 and 1/2
Rolling a die 6 Not 6 1/6 and 5/6
Rolling 2 dice Sum of 7 | Not a sum of 7 1/6 and 5/6
Birth of child Son Daughter 0.513 and 0.487
Probability exam Pass Fail ? and 1-7

\_ /




-

Number

of trials

‘ Binomial tree I
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‘ Binomial distribution I

k successes in n independent (Bernoulli) trials

® P{SS...... S FF...... F} =prqg"*
k t;rrnes n — kvtimes
® P{FSS...... S FF..... F }=qpFqnF—1 =phgnF
k tgnes n—=k —Vl times

=

® P{k success out of n trials} = (Z)pkq”_k, 0<k<n.
where

(n) B n! n(n-1)n-2)...(n—k+1)
k kl(n —k)! k!

Q the number of ways to choose k things out of n.

~
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® P{X =k} = (})p"q" ",

k

‘ Binomial facts I \

X is the number of successes in n Bernoulli trials

(1) = (") + G0

()G

® (p+q)

)

Zk 0()knk ZZ:OP{X:k}:l' /
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/ ®1:p=qg=1/2 = P{X=Fk}=(})27" \

® 2: A= {> 4 heads in 6 tosses of a fair coin.}

P{A} = P{X=4}+P{X=5}+P{X =6}

2 1(3) )+ ()]

— [154+6+1]/64 = 11/32

® 3: A= {Among 5 families, each with 6 children, at least 3
families have at least 4 girls.}

o Assume that P{girl} = P{boy} =1/2.
o “Success” = “A family of 6 has at least 4 girls”"= p = 11/32.

P{A} = P{X =3} + P{X =4} + P{X =5}
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Binomial probabilities for p = 0.5 and varying n

et e =
: et T T T e =g
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Binomial probabilities for n = 100, and varying p

Il

p =30

p = 40%
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/ Mode of Bin(n, p) \

distribution

® We are looking for the value with the largest probability;

i.e. the k* for which
P{k* —1} < P{k™} and P{k*} > P{k* +1}.

P{k—1} < P{k) 1

IA

P{k}/P{k —1}

(e e
L < p/(L=p)x(n—k+1)/k

E(1l—p) < (n—k+1)p
k< (n+1)p

1

IA

[

= the mode k* satisfies k* <np+p < k*+ 1, or, k* = [np+ p|, the
\“largest integer less than or equal to np + p”. /
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‘ Computing probabilities I

1: Recursively

~

. P{k} (Z’)p’“CJ” "
X ~B =
 pln—k+1
= -
® Example: n=4, p=0.9, = p/q=9
k 0 1 2 3 4
Formula 0.1* | 92P{0} | 92 P{1} | 92P{2} | 92 P{3}
Probability || 0.0001 | 0.0036 0.0486 0.2916

\C

0.6561 /
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2: The “normal” approximation

X ~ Bin(n,p), n large (> 30) and p not “too far” from 1/2

{ } 1 (b+0.5—u)/0' 2/2

Pila< X <b %—/ e ¥/ dx
V2T (a—0.5—u) /o

where ;1 = np and ¢ = \/npq. Accuracy =~ fé\_/%'

3: The Poisson approximation

X ~ Bin(n,p) with n large, p small, and np reasonable, =

\Where = np.
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/ P{X =k} =~ e Hur/k! \

® Suppose that individual, healthy young students are totally

incapacitated by illness, on average, 3 days a year. Suppose
that there are 300 students taking an exam in probability.
What is the probability that more than 4 students are sick
on the day of the exam?

o “Success” = sick on day of exam = p = 3/365 = 0.0082.
o X = Number of sick students = X ~ Bin(300, 3/365).
ou = np = 300 x3/365 = 2.466.

P{> 4 sick} = 1— P{< 4 sick}
66 | 2:466° 2,466 2.466%  2.466°  2.466
= 1—e " | —— + + + +
0! 1! p) 3! 4!
= 0.1043

- /
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Same problem: No approximation

o “Success” = sick on day of exam = p = 3/365 = 0.0082.
o X = Number of sick students = X ~ Bin(300, 3/365).

P{> 4 sick}

= 1— P{< 4 sick}
300 300
[( )()0082%199183”-+ ( | )0.008210.9918299

300 300
4—( ) )(L0082%19918%B-+ ( ; )(L0082%19918%”

300
+ ( A )(10082ﬁ199182m1

which is difficult to compute.

\_ /
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/ Poisson approximation: \
Proof

Px =k} = (})ia-prt
oDk D) L

k!
= nfFx11-1/n)...(1—=(k—1)/n)
x p(1—p)"(1 —p)~"/K!
1(1=1/n)...(1=(k—=1)/n) x (1 —p)~*
X (1= pfn)" [k!
~ e MuF k!

if p is small, k is fixed, n — oo, and np = u.

KRemember: (14+x/n)" — e* as n — oo! /
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/ ‘ Poisson distribution I \

Take N
_ e
where p > 0.
Note that
e O k
_ M
_ jos -
Dok = ety o
k=0 k=0
e
= 1

= the p; define a set of probabilities!
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