\ Lecture 38 |

‘ Multivariate normal I
Non-normal normals I
Rotations I

x* distribution (again)




/ ‘ Multivariate Normal I \

® Write Y ~ N(u, ) if

0 = e o (G-~ i)/

® [rom the last lecture (with 4 = 0) we know that if
X1,...,X, ~N(0,1), independent, and

Y = AX + u = Y ~N(uX)
where Y = AA’

® Y is called the covariance matrix of the random

variable lA/, since 0;; = Cov(Y;,Y)) /
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‘ Multivariate normal — Properties I

1:

Marginals are normal

® Partition X into

AN AN AN

X = ((Xl, .. .,Xm), (Xm_|_1, ce ,Xd) = (Xl,XQ)
® Partition [ into g = (ji1, fi2)

® Partition X into

211 212
o1 292

® Note: Y11 is m X m, X190 = X5, is m X (d —m), etc.

X1~ N (i, %11), Xg~ N(fig, 3g)

~
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Conditionals are normal

® Partition as before. In particular

211 212
o1 292

A

X1

X2 ~ N (ﬂl + Z1_11212()22 — f12)", 311 — Z2122_21212)

3:

Linear combinations remain normal

A

X ~N(@Y) = AX'+1m~ N+ Aj, AL A"




/ ‘ Non-normal normals I \

® (X,Y) have the density

%6_(x2+y2)/2 if xzy >0
fxy (z,y) =

otherwise

® (X,Y) are not bivariate normal

® They are marginally normal. e.g. If z > 0
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® (Can do the same without calculus by “unfolding” mass
® In case 1, X and Y are positively correlated.
® In case 2, X and Y are negatively correlated.

® (Can do the same with correlated variables, by starting with
general Gaussian density where we had standard.
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/ ‘ Rotations: From p =0 to p # 0 and back again I \

® Take U,V ~ N(0,1), independent.
® ic. (U,V) is bivariate normal with p = 0.

® Choose and angle 0 € [0,27]. Set

X B cosf) sinf U _ 4 U
Vv 0 1 Vv Vv
Since
1 sin 0
Y = AAT =
sin 6 1

(X, V) is bivariate normal, with zero means and unit vari-

\ ances, and Corr(X,V) =sin6 /
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/ ‘ The geometry of correlation I

v uvy _
6
"Vsing
{6 / Lj‘fzose
U

® Rotational symmetry preserves the N (0, 1) marginals

cosf sinb
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‘ “Back again” I

® Suppose X = (X1,...,X,) are multivariate normal with

zero means, and arbitrary covariance matrix >. Density

1

fx(x) = 7220/ exp (—2'Sx/2)

® Find A such that A’Y"'A = I, the identity matrix

P

®SetY = A-X

® The Jacobean of the transformation is [A~!| = |X[1/2
1 f—1 1 /
— ||/2 —(Ay)'E7 (Ay)/2 _ —y'y/2
W) =B rei7e e ¢ @y ©

® ic. YV is made up of n independent, standard normals.

\ ® Application: “Factor analysis”

~
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/ ‘ The \? distribution I \

® Take X ~ N(0,1)
®SetY =h(X)=X2 = X=gY)=VY

fry) = 219 (9w) fx(g(y))

1

= 2 §y_1/2 fx(VY)

1
= —y 22y

V2T y
® Camma(r, \) density: Ae * (M) ~1/I'(r)

®ic. x? = Gamma(s,3) = ['(3) =7
® — Sum of n independent x? variables (x2) has a

\ Gamma( %2, 3) distribution /
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Cont’d

® X,..., X, idependent, N(0,1) and Y = X?+... + X2 =

1

in—1_—y/2
Qn/zr(%) Y e

fy(y) =

® Homework exercise: Compute this directly (without wor-
rying about the constant) using the spherical symmetry of

the n-dimensional multi-normal distribution.

® Hint: See Pitman, p365

N
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