\ Lecture 17 |

‘ Variance I
Standard deviation I

Properties I
Chebychev's inequality I




p=E{X}

Variance:

Var(X) = E{(X — )’}

Standard deviation:

SD(X) = \/Var(X)
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Computational formula:

Var(X) = E{X*} — [E{X}]?

Var(X)

= BE{(X —p)?*}

= F{X? — 2uX + p*}

= B{X?} — B{2uX} + E{i*}
= F{X?} — 2uFE{X} + p?

= B{X?} -




/1: Sampling from {1,2,...,n} \

® X — number sampled

® = B{X} = ;Y k= (n+1)/2
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2: Indicators

® /[, =1 if A occurs, and 0 if it does not.

® F{l,} = 0x P{A°} +1x P{A} = P{A} = »p.
® F{I3} = 0° x P{A°} +1% x P{A} = P{A} = p.
® Var(Iy) = p—p° = p(1—p) = pq.

® SD(I4) = /pg.

3: Binomial variable

o Var(X) = Sy K (et — ()
= npq +n°p* — (np)* = npq.
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1: Scaling and shifting

Properties of Var(X) and SD(X). \

® Var(aX +b) = a*Var(X).
® SD(aX +b) = aSD(X).

Set = F{X}.
Var(aX +b) = E{[(aX +b) — E{(aX +)}]*}
— EB{laX +b— (on+ )}
= E{d’[X —p)*}
= a*Var(X)

® Example: Celcius (X) to Fahrenheit (V) viaY =32+ 2X
implies that SD(Y) = 2SD(X), and the “32” has no effect

\ at all. /
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Standardisation

® Suppose X has mean p and standard deviation o > 0. Then
X —

o

X' =

is called the gstandardised value of X, or X in

standard units.

® [{X*} =0, Var(X*) = 1.

PROOQOF:
E{aX +b} = apu+b, and Var(aX +b) = a’c?

1 _

N E{X*} = E{—X+—”} =0
o o

* 1 —H 1 2
and Var(X*) = Var({-X+-—) = 50" =1
o o o
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.1: Uses of standardisation

N

® Comparison of like measurements.

o e.g. Standardising Celcius and Fahrenheit measurements

taken on a random day puts them on the same scale.

® Comparison of unlike measurements.

o Australian males have heights, H with mean pugy = 178cm

and standard deviation og = 6em.

o Australians have IQs with mean p7g = 100 and standard

deviation org = 15.

o An Australian male chosen at random is 2m tall, and has
an IQ of 83. What is more unusual, his height or his 1Q?

H* = (H—puy)/og = (200—178)/6 = 3.667,
1Q* = (IQ-po)/org = (83—100)/15 = —1.1333




PUX —pl =2 kop < 5

Chebychev's Inequality:

for any random variable X with mean E{X} = u < oo and

variance o2 < 00.
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P{IX—p|l > ko} < 15

® Recall Markov’s inequality: P{Y > a} < E{Y}/a.
® Set Y = (X — )2, and a = k*0?.
® Then {|X — u| > ko} <= {Y >a}.

® Therefore:

P{|IX —p| > ko} = P{Y >a}
- E{Y}
a
o2 1
- k202 - k2
P{X*| > k} < &%  P{X—u >k < =
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xample:

N

® Recall the less than intelligent Australian, with

H* = (H—puy)/og = (200—178)/6 = 3.667,
I1Q* = (IQ—po)/org = (83—100)/15 = —1.1333

® The probability of finding someone that tall, or taller, using

P{|X*| > k} < 75, is no more than 1/3.6667* = 0.074.

® The probability of finding someone that unintelligent, or
even more lacking in IQ), using the same bound, is no more
than 1/(—1.1333)% = 0.779.

® BUT, these are bounds and not approximations. In partic-
ular, Chebychev’s inequality is not good for k£ near 1, and
useless for k£ < 1.

® BUT, it is the best general inequality that there is!
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