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Revision I

More U (D) examples

Independence I

Examples I

Order statistics I

Beta distribution I
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Revision

Discrete /Continuous summary table

Handed out in class!




‘ Uniform on a triangle I

® Take (X,Y) uniform on the triangle
D=A{(z,y):0<ox<y <1}

® To find fxy(x,y), note that

1: f is constant over D

2: [, flz,y) dedy = 1
so that

2 if (z,y) €D

0 otherwise

\_ /

flz,y) =




/ ® Marginal densities.

fx(z) = /_ fxy(z,y) dy
y=1

= / 2 dy
Y=x

2l —z) for0<z<1

0 otherwise

Frly) = / Fxv(@,y) dz
=y

= / 2 dx
x=0

2y forO0<y<1

0 otherwise




/ ® Lixpectations

B{X} — /ooajfx(a:)daj _ /015132(1—:15)613;

— 0

o0 1
E{Y} Z/_ yfy(y)dy=/0y2ydy=§

® Product expectation

E{XY} =

/ / vy fxy(z,y) dzdy

0o 2

K ® Are X and Y independent?




/ ‘ Independence of continuous variables I

® X and Y independent <= for all A, B C R,
P{XeA YeB} = P{Xec A} -P{Y € B}
® With A = dx and B = dy this is

fXY(:va) dxdy — P{Xde7Y€dy}
= P{X edx}- - P{Y € dy}
= fx(@)dz - fy(y)dy

Independence <= fxy(x,y) = fx () fy(y)

PROOF:

— Above.

\<: Start with A and B intervals (easy) and keep going.

~
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Independence
— E(h(X)g(Y)) = E(h(X))  E(g(Y))

for all ¢ and h for which E(h(X) and E(g(Y)) are defined.
—> Note that

B(X)g(v) = [ [n@)a(v) fx (o) dady

— [ [y (y) dady

— [ @) fx(a)ds /()fy()dxdy
— B(h(X))- B(g(Y))

<= Start with ¢ = 14 and h = 15 (easy) and keep going.
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/ ‘ Independent exponentials I

® X ~exp(N), Y ~exp(u). Independent y

® Compute P{X < Y}. HHWWW
® Joint density: (for x,y > 0.)

~

flay) = (A7) (ue™¥) = Ay e romh , X
® Therefore:
PIX <Y} = [[,., Aue 71 dady
= [~ da fyo;; e~ AMETHY dy
= [ AeT TR dy X
= A (A+p)

Alternatively: P{X <Y} = fyoio dy [7_ Ape 1Y dy

N
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‘ Uniform order statistics I

® Uiy < Upy < -+ < Uy are the order statistics of a random

sample Uy, Us, ..., Us from a uniform distribution on [0,1].
Un Yo Yo Ug Yo
0 U, U, U, V) 1

® Find the joint density of X = Uy and Y = Uy).

Blaey—z)(l—y) if0<z<y<l1
fXY(xay) — .
0 otherwise

~




N

dx dy

| A yeo
—x % % % %
0 U U U U U

P {U(Q) € dx, U(4) < dy}
= P{one U; in (0,2), one in dx, one in (x,y),

one in dy, one in (y,1)}

= 5! P{UQ S (Oax)v Uy € dﬂf, Us € (xay)a U € dy7 Us € (yal)}

= bladr (y—x) dy (1 —1y)

® Example: Find p = P{U) > 1/4, U > 1/2}

1 Yy
p = / / dla(y — z)(1 —y) dedy =
y=1/2 Jx=1/4

27

64

/
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/ ‘ General order statistics I \

® X, ...,X, is a random sample from a distribution with
density f and distribution function F'.

® X1) <X <...< X are the order statistics.

® Distribution of X = X4, is given by

n—1

fuy(x) = n f(x) (k—l) (F(z)F~1(1 = F(z))" "

(—o0 <z < 00)

- = e o mm mm e mm o Em mm e Em o e Em e Em o e e o = = = e — e mm o mm mm e mm e e mm e mm mm e Em e e = e = e e

k-1 observations + n-k observations
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® We just showed

fu(x) = n f(x) (Z:D (F(z)F (1 = F(z))" "

® Note:

foy (@) = fmax(x) = nf(2)(F(z)""" = o (7 (@)

foy(@) = fin(@) = nf(@)(1 - F(z)"

® But, fi is not so simple!

N
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where B(r,s) = |,

-

‘ Back to the uniform I

® Uy < Upy < -+ < Uy, are the order statistics of a random

sample Uy, U, ..., U, from a uniform distribution on [0,1].

fiey(x) = n(Z ] D zF=1(1 — g)n—k

n! k—1 n—k
= oot 1o

“Beta” distribution:

flx) = ol ) L O<z<l1

1
0

® Ui,y ~ Beta(k,n —k+1)

2" (1 — x)5ldx

~
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Some Beta distributions

2,...,6

FISURE 1. Densities of order statistics of independent uniform variables. Form = 1
de 4 1,

, 1, the density of the kth order statistic of n independent vniform (0, 1) random
is plotted os the kth graph

and k= 1,2,...
wvariables, which is the beta density with parameters & and n

in the nth row of the diogram

4
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/ ‘ Properties of the Beta distribution I \

® From computation on the uniform order statistics, or by

integration by parts,

r—D(s—=1)!  T'(r)I'(s)

B(r,s) = /01;,;"°—1(1 e (

(r+s—1)!  T(r+s)
® X ~ Beta(r,s) =
E{X} = B(?l“ 5 /x "1 —2) 7 do
 B(r+1,s)
B B(r,s)
B r—+ S

K ® Back to uniform order statistics, E{X )} = k/(n + 1). /

15



