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\ Lecture 23 |
Standard normal distribution I

N(u,0%)

Normal tables I
Central limit theorem I

‘ Binomial approximation I
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® Normal distribution function

P(z) = P{Z <z} = /Z o(z)dz
\ ®(a,b) = Pla<Z <b} = ®(b) — P(a)
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/ ‘ General normal distribution I \

® X ~ N(u,0%) < fx(z)= \/1_ o3 (x—p)?/o

2o

o B{X} = [ fx(x)de =

L
® Var(X) = [ (x—pfx(x)dz = o

FHSURE 1. Some normal (g, 7)) densities.




Standard Normal: Z ~ N (0, 1)

Event

/Z <1

0<Z<1

Z <3

Z >3

Prob

8413

3413

9987

.0013

Intelligence: 1Q) ~ N(100,225) :

(IQ — 100)/15 ~ N(0,1)

Event

IQ) < 115

100 < IQ < 115

1Q < 145

1Q > 145

Prob

8413

3413

9987

.0013

Heights: H ~ N(178,36) :

(H —178)/6 ~ N(0,1)

Event

H < 184

178 < H < 184

H <196

H > 196

Prob

8413

3413

9987

.0013




/ ‘ Facts to check I
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[T z¢(2)dz =0

Gy symmetry, since [~ |z]|¢(z) dz < co.
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“A mathematician is one to whom that

is as obvious as twice two is four is to you.

Liouville was a mathematician.”

— Lord Kelvin

\_ /




X ~N(p,0°?) = X*=(X—pn)/o~N(0,1).

® [{X*} =0and Var(X™*) =1 is simply standardisation.

® Normality: Next lecture.
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/ ‘ Central limit theorem I \

® X, Xo,..., X, independent random variables with same

distribution. (Discrete or continuous.)
® [{ X} =u, Var(Xy) = 0? < o0
®5, =X+ +X,
® = FE{S,} =nu, Var(S,)=no?.

® = (5, —nu)/(y/no) is standardised.

QROOF: Not today! /
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Figure 3. Distribution of the sum of n die rolls for n = 1,2, 4,8, 16, 32
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Figure 4. Distribution of S, forn = 1,2, 4, 8, 16, 32.
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Figure 5. Distr

ibution of S;, forn = 1,2, 4, 8, 16, 32
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FIGURE 4. Density of the sum of n independent uniform (0, 1) varicbles. The graphs are oll
centared at the meon with o constaon! harizontal distance on the page representing one standard
unit in =ach graph, This shows how ropidly the shope of the distribution becomes normal aos n
increases.
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QROOF: Corollary of the general theorem or see Pitman.

‘ Binomial [imit theorem I

® X, Xo,..., X, independent Bernoulli random variables.

® = S, ~ Bin(n,p).

® — (5, —nu)/(y/no) is standardised.

Var(Xg) = pq

~

/
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‘ A better Binomial approximation I

® The “standard one”:

P{a < s%p gb} ~ ®(b) — ®(a)

b—np) (a—np
«— Pla < 5, <b} =~ & — O
to = : (x/’npq V1Pq

® The better approximation

b+l—np) (a—l—np)
P{a < S, <b} ~ & 2 —d 2
ta < 5n<b) ( N N

)

~

/
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/Example 1: | An unbiased coin is tossed 100 times. N is the \

number of heads seen.

P{N =50} ~ & ((50 + % - 50)/5) — D ((50 = % - 50)/5)
= ®(0.1) — ®(—0.1)
= 20(0.1) —1
= 2x0.5398 — 1
—  0.0796 Exact = 0.0795892

Q

P{45 < N < 55} o ((55 + % - 50)/5) — 9 ((45 — % - 50)/5)

= ®(1.1) — d(—1.1)
— 28(1.1)—1
— 2x0.8643 — 1

\ = 0.7268 Exact = 0.728747 /
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/ ‘ Example 2: I

A sample of 100 students is taken. If the population average of
heights is 176cm, and population standard deviation of heights is
6cm, what is the probability that the average height (in the
sample) will be over 178cm?

® =176, 0 =06

®z,=25,/n

1
P{Cf‘loo > 178} = P {msloo > 178}

~

>
v 1006 v 100 X 6
P{Z > 3.3333}

= 1-®(3.3333) = 1 — 0.9996 = .0004

Q

-

_ p { S100 — 100 x 176 100 x 178 — 100 % 176}

/
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‘ Example 3: I

As for Example 2. i.e. A sample of 100 students is taken from a

population and population standard deviation of heights is 6cm.
BUT

® oo turned out to be 178.

® How likely is it that the population mean really is 1767

® (0.0004

N

17



-

‘ The CLT and the LLN I

® Law of large numbers (LLN) says that

Xn = %(Xl + -4 X,,) converges to the common mean .

® The central limit theorem (CLT) says that (S, —nu)/(ov/n)

is approximately standard normal.

® BUT

Sn_n,u %(Sn—n:u) Xn_,u

ovn  +(oyn) o/
®— (Xn_:u)%N(ngz/n)

® — |X, —plisof order 1/\/n

~
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